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CONVERSION FACTORS AND ABBREVIATIONS

For the convenience of readers who may want to use metric (International 
System) units, the inch-pound values in this report may be converted by using 
the following factors:

Multiply inch-pound unit

inch (in.)

foot (ft)

square foot (ft2 )

mile (mi)

square mile (mi2)

cubic foot per second (ft^/s)

million gallons per day (Mgal/d)

By To obtain metric unit

25.4 millimeter (mm)

0.3048 meter (m)

0.09290 square meter (m2 )

1.609 kilometer (km)

2.590 square kilometer (km2 )

0.02832 cubic meter per second (m 3/s)

0.04381 cubic meter per second (m 3/s)
3,785 cubic meter per day (m 3 /d)

Temperature in degrees Fahrenheit (°F) can be converted to degrees Celsius 
(°C) as follows:

°C = 5/9 x (°F-32)

VI1



SYMBOLS

A is the algae concentration, in milligrams per liter;

AX is the mean cross-sectional area, in square feet;

C is the chlorophyll-a concentration, in micrograms per liter;

D is the mean depth of the subreach, in feet;

-rr is the total derivative with respect to time;

 5 is the base of the natural system of logarithms, having a numerical value 
of approximately 2.718.

I is the local light intensity, in Langleys per minute;

K-j is the biochemical oxygen demand decay rate per day;

K2 is the reaeration rate coefficient per day;

K4 is the sediment oxygen demand, in milligrams per liter per foot of reach 
length;

KL is the light half-saturation constant, in Langleys per minite;

KJJ is the nitrogen half-saturation constant, in milligrams per liter;

Kp is the phosphorus half-saturation constant, in milligrams per liter;

L is the ultimate carbonaceous biochemical oxygen demand, in milligrams per 
liter;

N is the nitrite plus nitrate nitrogen concentration, in milligrams per liter;

NI is the ammonia concentration, in milligrams per liter;

N2 is the nitrite concentration, in milligrams per liter;

N3 is the nitrate concentration, in milligrams per liter;

O is the dissolved-oxygen concentration, in milligrams per liter;

O* is the saturation concentration of dissolved oxygen, in milligrams per 
liter;

P is the phosphorus concentration, in milligrams per liter;

Q is the average discharge in the subreach, in cubic feet per second;

t is time, in hours;

V is the average velocity, in feet per second;

OQ is the chlorophyll-a to algae ratio, in micrograms of chlorophyll-a per 
milligram of algae;

a-j is the fraction of algal biomass that is nitrogen, in milligrams nitrogen 
per milligram of algae;

d2 is the fraction of algal biomass that is phosphorus, in milligrams of 
phosphorus per milligram of algae;

03 is the milligrams oxygen produced per unit of algae growth;

vni



SYMBOLS

04 is the milligrams oxygen consumed per unit of algae respired;

as is the milligrams of dissolved oxygen consumed per milligram of ammonia 
oxidized to nitrite;

otg is the milligrams of dissolved oxygen consumed per milligram of nitrite 
oxidized to nitrate;

03 is the empirical coefficient for depth;

Oy is the empirical coefficient for the reach average velocity;

3<l is the rate of oxidation of ammonia to nitrite, in reciprocal days;

32 is the rate of oxidation of nitrite to nitrate, in reciprocal days;

3^ is the empirical exponent for depth;

3y is the empirical exponent for the reach average velocity;

X is the light extinction coefficient, in reciprocal feet;

p is the algal respiration rate, in reciprocal days;

O^ is the algal settling rate, in feet per day;

cj2 is the benthos source rate for phosphorus, in milligrams of phosphorus per 
foot per day;

03 is the benthos source rate for ammonia, in milligrams of ammonia per foot 
per day;

y is the growth rate for algae, in reciprocal days; and

ymax is the maximum growth rate for algae, in reciprocal days.
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ASSESSMENT OF PROCESSES AFFECTING LOW-FLOW WATER QUALITY 

OF CEDAR CREEK, WEST-CENTRAL ILLINOIS

By Arthur R. Schmidt, W. O. Freeman, and R. D. McFarlane

ABSTRACT

Water quality and the processes that affect dissolved-oxygen, nutrient 
(nitrogen and phosphorus species), and algal concentrations were evaluated for 
a 23.8-mile reach of Cedar Creek near Galesburg, west-central Illinois, during 
periods of warm-weather, low-flow conditions. Water-quality samples were 
collected and stream conditions were measured over a diel (24-hour) period on 
three occasions during July and August 1985.

Analysis of the data obtained indicates that iron, copper, manganese, 
phenols, and total dissolved-solids concentrations exceeded Illinois' general- 
use water-quality standards at some sample sites. Dissolved-oxygen concentra­ 
tions were less than the State standard at up to 95 percent of the sampled 
sites during the diel sampling periods.

These data were used to calibrate and verify a one-dimensional, steady- 
state, water-quality model. The computer model was used to assess the relative 
effects on low-flow water quality of processes including algal photosynthesis 
and respiration, ammonia oxidation, biochemical oxygen demand, sediment oxygen 
demand, and stream reaeration. Results from model simulations and sensitivity 
analyses indicate that sediment oxygen demand is the principal cause of small 
dissolved-oxygen concentrations measured in the creek.

INTRODUCTION

Assessment of the effect of storm runoff on the quality of receiving 
streams has been the subject of many recent investigations notably the 
U.S. Geological Survey National Urban Runoff Program, which began in 1978. 
Results from urban-runoff studies (Clarke, 1984) indicate that storm runoff 
has a short-lived, highly transient effect on the quality of the receiving 
stream. The suspended solids carried by the storm water settle to the stream- 
bed as bottom material as the flow recedes to prestorm levels. These deposits 
can contain elevated constituent concentrations and high oxygen demands 
(MacMullen, 1984). Thus, the long-term effects of storm runoff on the stream 
quality are the result of deposited bottom material and are most evident 
during warm weather, low-flow periods when water quality is most susceptible 
to degradation.

This report, the result of the first phase of a two-phase study by the 
U.S. Geological Survey in cooperation with the IEPA (Illinois Environmental 
Protection Agency), presents an assessment of the warm-weather, low-flow water



quality and the processes affecting it for Cedar Creek near Galesburg, 
Illinois. Cedar Creek was selected for this study because historical water- 
quality data collected by the IEPA (Ken Newman, Illinois Environmental 
Protection Agency, written comraun., 1985) and data collected by the Galesburg 
Sanitary District and described in a report by Clark and others (1980) indicate 
that water-quality standards have not been met in some reaches of the creek. 
Dissolved-oxygen (DO) concentrations were as small as 0.2 mg/L (milligrams per 
liter) well below the minimum concentration of 5 mg/L as given in the State 
general-use water-quality standard (Illinois Pollution Control Board, 1986, 
p. 6). In addition, iron, copper, manganese, TDS (total dissolved solids), and 
phenol concentrations were in excess of the maximum concentrations given in the 
State water-quality standards. Cedar Creek provided the opportunity to model 
the effect of nonpoint-source pollution on low-flow water quality because, 
during low-flow periods, it receives effluent from only two point sources. 
However, Cedar Creek receives storm runoff from a variety of nonpoint sources 
including urban runoff, combined-sewer overflow discharges, and runoff from 
agricultural land including row crops, pasture, and feed lots. These other 
sources may contribute significant amounts of sediment that will deposit and 
affect water quality after storm flow has receded to prestorm levels.

Purpose and Scope

The purpose of this report is to describe the water quality of Cedar Creek 
during warm-weather, low-flow periods in July and August 1985; to identify 
stream reaches where State general-use water-quality standards were not met; 
and to identify the cause-and-effect relations of processes that control water 
quality.

Although an objective of the study was to assess the effect of storm 
flows, the scope of this report is limited to low-flow, steady-state periods. 
For this report, steady-state is defined as those periods when the time- 
averaged concentration of a constituent is constant; that is, while the magni­ 
tude of a concentration may vary, it is assumed to vary around a mean value 
that is constant throughout the period under consideration. The shortest 
period considered as steady state was 5 days 1 day for sample collection and 
4 days previous to allow the entire study reach to attain steady state. Pour 
days is the approximate traveltime of a dissolved constituent through the 
entire study reach.

The effect of processes that control water quality were simulated and 
quantified by means of a computer model. Cause-and-effect relations of 
processes occurring in the creek were identified using results from model 
simulations and sensitivity analyses.

Study Area

Cedar Creek, located in west-central Illinois, is 48.5 miles long and 
drains 165 mi2 (square miles) (fig. 1). This study focused on the farthest 
upstream 26.2-mile reach, which drains 66.9 mi2 , including one urban area
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(Galesburg) that had a population of 35,305 in 1980 (U.S. Census Bureau/ 
1980). Water-quality sampling stations were established at 20 locations on 
Cedar Creek and at 6 locations on tributaries to Cedar Creek. The sites are 
listed in table 1, and the locations of the sites are shown in figure 2. The 
land drained by Cedar Creek is primarily agricultural, consisting mainly of 
pasture and row crops (corn and soybeans). A detailed breakdown of the land 
use in the basin is given in table 2.

During this study, the IDOT (Illinois Department of Transportation) was 
in the process of constructing a divided, four-lane highway parallel to Cedar 
Creek. This construction permanently rerouted five reaches of the stream 
through man-made channels for distances as long as 0.36 mile. The location 
and configuration of these channel modifications are described by McFarlane 
and others (1987). Other than localized effects as a result of changes to the 
location of scour and deposition of sediment, the effect of these channel 
modifications on low-flow water quality is assumed to be the result of changes 
in the traveltime through the study reach.

The stream can be divided into four distinct reaches during low-flow 
periods. Differences between these reaches affect the water quality in that 
transport velocities, settling rates, atmospheric reaeration, and growth of 
attached periphyton and macrophytes all depend on characteristics of these 
reaches.

The most upstream 4.5-mile reach [headwaters to RM (river mile above 
mouth) 44.0] of the stream is 1 to 4 feet wide and typically less than 8 inches 
deep with a natural grassy channel. This reach contains a few deep pools and 
areas where debris accumulates, which results in very low water velocities and 
long traveltimes.

From RM 44.0 downstream through most of the city of Galesburg to RM 42.2, 
the channel is a trapezoidal or rectangular concrete section with the channel 
bottom being 12 to 15 feet below ground level. During low-flow conditions, 
the stream is about 5 feet wide and 6 inches deep in the trapezoidal sections 
and about 30 feet wide and 2 to 3 inches deep in the rectangular sections. 
The trapezoidal sections remained fairly free of debris but became choked with 
attached macrophytes during mid to late summer. These plants were scoured 
away during storm flow but grew back within a week. The mean velocity in the 
trapezoidal sections was about 1 ft/s (foot per second). The rectangular sec­ 
tions had very low velocities and extensive deposits of sand, gravel, and 
debris.

From RM 42.2 downstream to RM 40.2, the stream runs in a natural clay, 
sand, and silt-bottomed channel. In this reach, the stream is typically 10 to 
15 feet wide and 4 to 12 inches deep, with mean velocities of about 0.5 ft/s. 
There are two pools about 2 feet deep in this reach one extends 0.2 mile 
upstream from site 8 (RM 40.8) and the other extends about 0.3 mile upstream 
from the point of discharge from the WWTF (wastewater-treatment facility) at 
RM 40.2. The first pool results from a rock formation located 20 feet down­ 
stream from the gage, which serves as a low-water control. The second pool is 
caused by backwater from the WWTF discharge. In both pools, the mean stream
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Table 1. Stream data-collection sites

[Site identifiers correspond to those in figure 2; 
Lat, latitude; Long, longitude; 

dashes indicate no data]

Site 
identi­ 
fier

Station 
downstream 
order 
number

River 
mile 
above 
mouth

Drainage
area

(square
miles) Station name and location

05468200 45.2 2.08 Cedar Creek at Farnham Street at
Galesburg 
Lat: 40*58'07" Long: 90°20 I 42"

05468205 44.7 2.42 Cedar Creek at Fremont Street at
Galesburg 
Lat: 40°57 I 44" Long: 90°20 I 50"

05468210 44.0 2.80 Cedar Creek at Losey Street at
Galesburg 
Lat: 40°57'17" Long: 90*21'12"

05468215 43.5 4.40 Cedar Creek at Chambers Street at
Galesburg 
Lat: 40°57'10" Long: 90*21'44"

05468220 42.2 8.01 Cedar Creek at Henderson Street at
Galesburg 
Lat: 40°56'46" Long: 90°23'01"

05468225 41.6 8.45 Cedar Creek at McClure Street at
Galesburg 
Lat: 40°56'35" Long: 90°23'44"

   41.1    Linwood Street storm-sewer outfall
at Galesburg
Lat: 40°56'33" Long: 90°24'09" 
(data base number 4056330902409)

05468230 41.1 11.2 Cedar Creek at Linwood Street at
Galesburg 
Lat: 40°56'33" Long: 90°24'10"

05468240 40.8 11.6 Cedar Creek at Highway 34 at
Galesburg 
Lat: 40°56'31" Long: 90°24'34"

05468245 40.5 13.8 Cedar Creek above Galesburg waste- 
water treatment facility at 
at Galesburg 
Lat: 40°56'25" Long: 90°24'47"



Table 1. Stream data-collection sites Continued

Station River Drainage
Site downstream mile area

identi- order above (square
fier number mouth miles) Station name and location

WWTF    40.2    Galesburg Sanitary District waste- 
water treatment facility outfall 
at Galesburg
Lat: 40 0 56'17" Long: 90 0 25'01" 
(data base number 4056170902501 
and NPDES permit number 042)

10 05468250 39.8 14.8 Cedar Creek at Old Pickard Road near
Galesburg 
Lat: 40°56 I 01" Long: 90°25 I 21"

11 05468265 38.1 20.2 Cedar Creek at County Line Road near
Galesburg 
Lat: 40 0 55'43" Long: 90°26'28"

12 05468300 35.2 34.3 Cedar Creek near Galesburg
Lat: 40°55 I 20" Long: 90°28 I 09"

13 05468305 33.1 36.4 Cedar Creek at Road 1550E near
Coldbrook 
Lat: 40 0 55'20" Long: 90 0 29'11"

14 05468308 31.9 36.9 Cedar Creek at Road 1500E near
CoIdbrook 
Lat: 40°55'16" Long: 90 0 29'53"

15 05468325 30.0 45.8 Cedar Creek at Road 1400E near
Coldbrook 
Lat: 400 55'20" Long: 90 0 31'03"

16 05468333 28.5 46.7 Cedar Creek at Road 1300E near
Coldbrook 
Lat: 40 0 55'24" Long: 90°32'13"

17 05468349 27.0 50.7 Cedar Creek at Road 1200E near
CoIdbrook 
Lat: 40 0 55'30" Long: 90 0 33'15"

18 05468367 24.7 60.8 Cedar Creek at Road 1100E near
Monmouth 
Lat: 40 0 55'50" Long: 90 0 34'23"



Table 1. Stream data-collection sites Continued

Site 
identi­ 

fier

Station 
downstream 
order 
number

River 
mile 
above 
mouth

Drainage
area

(square
miles) Station name and location

19

20

22

23

24

25

26

27

05468375

05468400

05468280

05468316

22.7

19.0

05468260 1 39.3

37.7

05468293 1 37.0

31.6

05468341 1 27.1

05468359 1 25.8

62.0 Cedar Creek at Old Highway 34 near 
Monmouth 
Lat: 40°56'25" Long: 90 0 35'12"

66.9 Cedar Creek above mouth of Markham 
Creek near Monmouth 
Lat: 40°57'27" Long: 90°37'14"

4.64 Cedar Creek Tributary No. 1 at
Atchison, Topeka, and Santa Fe
Railroad at Galesburg
Lat: 40°55'42" Long: 90 0 25'39"

6.98 Cedar Creek Tributary No. 2 at 
Road 2100N near Galesburg 
Lat: 40°55'58" Long: 900 26'39"

4.52 Cedar Creek Tributary No. 3 at
Atchison, Topeka, and Santa Fe
Railroad near Galesburg
Lat: 40°55'18" Long: 90°26 I 39"

4.49 Cedar Creek Tributary No. 4 at 
New Highway 34 near Cameron 
Lat: 40°55'07" Long: 90°29'57"

2.20 Cedar Creek Tributary No. 5 at 
Road 2040N near Coldbrook 
Lat: 40°55'32" Long: 90°33 I 10"

8.53 Cedar Creek Tributary No. 6 at 
Road 2000N near Monmouth 
Lat: 40°55'07" Long: 90°33 I 50"

1 River miles for the tributary sites are the location of the mouth of 
tributary above the mouth of Cedar Creek.



Table 2. Land uses and corresponding areas for the Cedar Creek 
watershed in the vicinity of Galesburg, Illinois

Land use^

Cropland and pasture

Residential

Deciduous forest land

Transportation, communication, 
and utilities

Commercial and services

Industrial

Other urban or built-up land

Transitional area

Area 
( square 
miles )

53.1

4.9

3.1

2.3

2.1

1.0

.3

.1

Percentage 
of 

basin

79.5

7.3

4.6

3.4

3.1

1.5

.4

.2

Land-use categories and areas digitized from U.S. Geological 
Survey (1979).

velocity falls to approximately 0.1 to 0.2 ft/s, and the streambed has exten­ 
sive silt deposits. In the second pool, the streambed also has extensive 
sludge deposits. These may be due in part to runoff from a sludge-application 
field located just upstream of the WWTF and drained by a small ditch entering 
the creek just upstream of site 9 (RM 40.5).

The stream primarily has a natural meandering channel with a clay and 
silt bed from the WWTF outfall downstream to the end of the study reach. in 
this reach, the stream is typically 15 to 30 feet wide, 1 to 2 feet deep, and 
has mean velocities of 0.5 to 1 ft/s. Exceptions to this occur only where the 
channel is artificially modified or constrained, either by a bridge or IDOT 
channel modification.

Along the study reach, discharges to the creek include effluent from 1 
WWTF, 6 tributaries, and 120 known sewers that carry storm runoff, at least 
2 of which also carry noncontact industrial cooling water. There are 49 
combined-sewer overflows that pass surcharge from the city's sanitary sewer 
system either directly to the stream or into one of the storm sewers. During 
low-flow periods, the known, measured discharges to the creek are the WWTF 
effluent, the tributaries, and a cooling-water discharge.

Two side-channel aeration systems, located at the point of discharge from 
the WWTF (RM 40.2) and at site 11 (RM 38.1), provide point sources of DO to the 
creek. These aeration systems withdraw a portion of the flow (from the stream 
at RM 38.1 and from the WWTF effluent at RM 40.2), use pure oxygen at high 
pressure to supersaturate the water, and then discharge the supersaturated



water to the creek through a multiport diffuser. These aeration systems are 
intended to increase the DO in portions of the stream where the State DO stan­ 
dard is not met. The DO concentration and flow rate of supersaturated water 
from the aerators is not known.
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LOW-FLOW WATER QUALITY

The data collected and water-quality processes considered in this report 
are for low-flow conditions, as it is these conditions that tend to result in 
the poorest water quality. The following section of this report presents an 
overview of the sampling methods used, describes the flow conditions during 
the sampling periods, and describes the observed water quality in terms of 
State water-quality standards that were not met and by means of a biologic 
index, which is based on macroinvertebrate populations in the creek.

Data-Collection Methods

Data measured in the creek and results from laboratory analyses of water 
samples were used to describe the existing water quality of the creek, to iden­ 
tify stream conditions that did not meet State water-quality standards, and to 
provide data to calibrate and verify a computer model of the creek. Details 
of the sample collection scheme, methods of analysis, and tables of the data 
are presented by McFarlane and others (1987). Data were collected during 
three intensive diel (24-hour) sampling periods on July 9-10, August 7-8, and 
August 27-28, 1985. During these periods, samples were collected at regular 
intervals at up to 26 locations in the creek and its tributaries and at two 
point-source discharges to the creek. The diel sampling was conducted during 
periods when stream quality and flow conditions were assumed to be steady. The 
24-hour sampling period was chosen so that the variation in temperature, algae, 
nutrients, DO, and the resulting variation in other constituents over a diel 
period could be determined. Results from samples collected throughout a 24- 
hour period were used to calculate steady-state daily-average concentrations.

Water-quality constituents sampled for and considered in the computer 
model included DO (which was used as the primary indicator of water quality 
for quantifying various processes), dissolved ammonia, dissolved nitrite plus 
nitrate (throughout the report, ammonia refers to ammonia nitrogen and nitrite 
plus nitrate refers to nitrite plus nitrate nitrogen), dissolved phosphorus, 
ultimate carbonaceous BOD (biochemical oxygen demand), SOD (sediment oxygen 
demand), specific conductance, algal biomass (chlorophyll-ji was used as an

10



indicator of algal biomass), water temperature, and stream discharge. Samples 
also were collected to determine total suspended solids; total ammonia, nitrite 
plus nitrate, and ammonia plus organic nitrogen (total kjeldahl nitrogen); 
total phosphorus; total (carbonaceous plus nitrogenous) BOD; turbidity; chemi­ 
cal oxygen demand; total alkalinity; total acidity; volatile suspended solids; 
cyanide; hardness; chloride; sulfate; fluoride; arsenic; phenol; total dis­ 
solved solids; mercury; and total and dissolved calcium, magnesium, sodium, 
potassium, lead, manganese, nickel, silver, barium, boron, beryllium, cadmium, 
strontium, vanadium, zinc, chromium, copper, cobalt, aluminum, and iron.

The validity of the assumption of steady-state conditions was checked by 
obtaining a 24-hour composite sample from the WWTF effluent and an industrial 
discharge outfall (site A) for 4 days prior to the diel sampling periods. 
These composite samples were analyzed to determine concentrations of ultimate 
carbonaceous BOD, total suspended solids, total ammonia plus organic nitrogen, 
and total and dissolved ammonia, nitrite plus nitrate, and phosphorus. 
Additionally, for the same 4 days, flow data were obtained from the WWTF and 
totalizing timers were installed on the two aeration systems. These data were 
used to estimate the magnitude and location of waters from any discharges that 
do not meet the steady-state approximation.

Processes that control water quality were quantified by means of a com­ 
puter model. The model was calibrated to simulate the water-quality conditions 
measured during the July 9-10 diel sampling period. The calibrated model was 
verified by simulating water-quality conditions measured on August 7-8. 
Results from model simulations and sensitivity analyses were used to identify 
cause-and-effect relations of processes occurring in the creek.

Data to empirically quantify modeled processes including SOD, reaeration 
rates, traveltimes, and streamflow and channel characteristics were collected 
throughout the study period. Sediment oxygen demand was measured a total of 
58 times at 38 locations in the creek from June through September 1985 and 
from May through September 1986. The locations, methods used, and results 
from these measurements are described by McFarlane and others (1987). The 
Illinois State Water Survey also conducted a concurrent but independent study 
of SOD. In their investigation, SOD was measured a total of 10 times from 7 
locations (Butts, 1986).

Reaeration-rate coefficients and traveltimes were measured simultaneously 
using a modified-tracer technique (McFarlane and others, 1987). Reaeration- 
rate measurements were conducted in selected subreaches at two or more 
discharge rates. Reaeration-rate coefficients estimated from these data were 
compared with those estimated, based on measured flow characteristics, by 
several predictive equations (Bowie and others, 1985, p. 101-120; Rathbun, 
1977). The goal of the reaeration-rate coefficient measurements was to iden­ 
tify the predictive equation that best estimated reaeration-rate coefficients 
for Cedar Creek under the low-flow conditions of this study. The equation 
developed by McCutcheon and Jennings (1982) to estimate reaeration based on 
the method presented by Velz (1970) best fit the observed data, with a corre­ 
lation coefficient of 0.98 and a standard error of estimate of 1.49 per day 
(seven measurements). This equation was selected for use because it best fit 
the observed data.

11



Traveltime was measured as part of all reaeration-rate coefficient 
measurements and also was measured several times independently. Traveltime 
through all subreaches of the creek was measured for at least two different 
streamflows.

Stage data were recorded at 15-minute intervals at RM 31.9 (site 14) 
throughout the period of this study. These data showed the magnitude of fluc­ 
tuations in discharge during the diel sampling periods and during the 4 days 
before these periods.

Flow Conditions

Table 3 lists the mean and standard deviation of discharge at site 14 and 
from the WWTF for the three diel sampling periods and for the 4 days before 
each diel sampling period. The tributaries with measurable discharge (sites 
22-27) and their respective discharges are also listed for each diel sampling 
period.

Stage-discharge relations were determined from simultaneous measurements 
of stage and discharge at all stream and tributary sampling sites. Discharge 
was measured once at each sampling site during each of the diel sampling 
periods, and stage was measured each time a site was visited. Discharge was 
estimated from stage measurements by using stage-discharge relations developed 
for each site. All estimated discharges for the diel sampling period were 
averaged to estimate the average discharge at each site during the diel 
sampling period.

The first diel sampling was done during a period when the discharge in 
the creek at RM 31.9 (site 14) and from the WWTF was steady, and six of the 
tributaries (sites 22-27) had measurable flow at the sampling locations. 
Discharge measured at sites 13-16 during this period was as much as 35 percent 
[4.6 ft 3/s (cubic feet per second)] less than the estimated average daily 
discharge. This probably is because of excavation that field notes indicate 
was done in the stream channel just downstream from site 13 during this period,

During the second diel sampling period, discharge at RM 31.9 and from the 
WWTF was steady, and five of the tributaries (sites 22, 23, 24, 25, and 27) 
had measurable flow at the sampling locations.

During the 4 days before the August 27-28 diel sampling period, the dis­ 
charge at site 14 (RM 31.9) was steady for 2 days at 9 ft 3/s, rose to a peak 
discharge of 64 ft 3/s 40 hours before the start of the diel data collection, 
and then receded to the discharge measured during the diel period. During 
this period, the discharge from the WWTF behaved similarly, with a maximum 
discharge of 24 ft 3/s and a standard deviation of 4.4 ft 3/s. All flow data 
from the WWTF are based on stage above a sharp-crested weir located at the 
entrance to the discharge pipe to the stream. Stage was measured nine times 
daily by personnel of the Galesburg Sanitary District, and discharge was esti­ 
mated from a stage-discharge rating for the weir.
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Water-Quality Conditions

The primary purpose for the data collected during the diel sampling 
periods was to obtain data to calibrate and verify a computer model. However, 
these data also quantified existing water-quality conditions and identified 
areas where State water-quality standards were not met.

The Illinois Pollution Control Board (1986) has defined general-use 
water-quality standards for Illinois. These standards specify that "dissolved- 
oxygen concentration shall not be less than 6.0 mg/L (milligrams per liter) 
during at least 16 hours of any 24-hour period, nor less than 5.0 mg/L at any 
time." Other standards specify that copper concentrations not exceed 20 pg/L 
(micrograms per liter), iron concentrations not exceed 1,000 pg/L, manganese 
concentrations not exceed 1,000 pg/L, phenol concentrations not exceed 100 
pg/L, and total dissolved-solids concentrations not exceed 1,000 mg/L. All 
other general-use water-quality standards evaluated in this study were met and 
are, therefore, not presented in this report. All data presented in the sum­ 
mary of this report and used in reaching the conclusions are listed in the 
report by McFarlane and others (1987).

During the first diel sampling period, DO concentrations ranged from 0.1 
mg/L at RM 41.6 (site 6) to 19.9 mg/L at RM 43.5 (site 4). Dissolved-oxygen 
concentrations fell below the minimum specified by State water-quality stan­ 
dards at all Cedar Creek sites except at RM 39.8 (site 10). Figure 3 shows 
the percentage of the measurements at each site that had a DO concentration 
less than 5.0 and less than 6.0 mg/L. Based on the assumption that sampling 
frequency was uniform during the diel sampling period, the requirement that DO 
concentration be greater than 6.0 mg/L for 16 hours out of any 24-hour period 
is met only if fewer than 33 percent of the measured DO concentrations are less 
than 6.0 mg/L. This assumption was checked by determining the number of hours 
that DO concentration was less than 6.0 mg/L at all sites where more than 33 
percent of the samples had DO concentrations less than 6.0 mg/L. During the 
first diel sampling period, this analysis indicated that the State DO standard 
was not met at sites at RM 38.1, RM 24.7, and RM 19.0 (sites 11, 18, and 20) 
although DO concentrations at these sites were never less than 5.0 mg/L. The 
State DO standard was not met at 95 percent of the sites sampled during the 
first diel sampling period.

During the first diel sampling period, iron concentrations in the creek 
ranged from 90 pg/L at RM 42.2 (site 5) to 2,300 pg/L at RM 27.0 (site 17). 
The largest iron concentration measured (2,500 pg/L) was in the tributary that 
enters the creek at RM 37.0 (site 24). Cedar Creek sites at RM 42.2, RM 31.9, 
RM 30.0, RM 28.5, RM 27.0, and RM 24.7 (sites 5, 14, 15, 16, 17, and 18) and 
tributaries entering the creek at RM 37.7, RM 37.0, RM 31.6, and RM 27.1 
(sites 23, 24, 25, and 26) exceeded the State maximum concentration of 1,000 
pg/L.

Copper concentrations in the creek ranged from less than the analytical 
detection limit (5.0 pg/L) at 35 percent of the Cedar Creek sites and 83 per­ 
cent of the flowing tributary sites to 23 pg/L at RM 39.8 (site 10). The 
State standard (20 pg/L) was exceeded only at RM 39.8 (site 10).
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All other general-use water-quality standards were met at all sites in 
Cedar Creek and its tributaries during the first diel sampling period.

During the second diel sampling period (August 7-8, 1985), DO concentra­ 
tions ranged from 2.2 to 23.0 mg/L; both extreme concentrations were measured 
at RM 41.6 (site 6). Dissolved-oxygen concentrations were less than the mini­ 
mum specified by State water-quality standards at all Cedar Creek sites except 
those at RM 39.8, RM 24.7, and RM 19.0 (sites 10, 18, and 20). Figure 4 shows 
the percentage of the measurements at each site with DO concentration less 
than 5.0 and less than 6.0 mg/L. These percentages indicated that the State 
DO standard was not met at sites at RM 40.8 and RM 27.0 (sites 8 and 17), 
although DO concentrations at these sites were never less than 5.0 mg/L. The 
State DO standard was not met at 76 percent of the sites sampled during the 
second diel sampling period.

During the second diel sampling period, iron concentrations in the creek 
ranged from 240 yg/L at RM 39.8 (site 10) to 2,700 yg/L at RM 44.0 (site 3). 
The largest iron concentration (3,700 yg/L) was again from the tributary that 
enters the creek at RM 37.0 (site 24). Iron concentrations measured at Cedar 
Creek sites at RM 44.0, RM 28.5, RM 27.0, RM 24.7, and RM 22.7 (sites 3, 16, 
17, 18, and 19) and tributaries entering the creek at RM 37.7, RM 37.0, and 
RM 25.8 (sites 23, 24, and 27) exceeded the State standard.

Copper concentrations in the creek ranged from less than the analytical 
detection limit (5.0 yg/L) at 24 percent of the Cedar Creek sites and all 
tributary sites with measurable flow to 23.0 yg/L at RM 33.1 (site 13). The 
maximum concentration of 20 yg/L allowed by State water-quality standards was 
exceeded at RM 39.8, RM 33.1, and RM 27.0 (sites 10, 13, and 17).

Manganese concentrations in the creek ranged from 41 yg/L at RM 41.6 
(site 6) to 860 yg/L at RM 44.0 (site 3). The maximum concentration allowed 
by State water-quality standards (1,000 yg/L) was exceeded in the tributary 
entering the creek at RM 25.8 (site 27).

Phenol concentrations in the creek ranged from less than the analytical 
detection limit (5.0 yg/L) at 41 percent of the Cedar Creek sites and three 
tributary sites to 20 yg/L at RM 22.7 (site 19). The maximum concentration 
allowed by State water-quality standards (100 yg/L) was exceeded in the tribu­ 
tary entering the creek at RM 25.8 (site 27).

Total dissolved-solids concentrations in the creek ranged from 691 mg/L 
at RM 38.1 (site 11) to 1,120 mg/L at RM 42.2 (site 5). The maximum concen­ 
tration allowed by State water-quality standards (1,000 mg/L) was exceeded at 
RM 42.2 and RM 41.6 (sites 5 and 6).

All other general-use water-quality standards were met at all sites in 
Cedar Creek and its tributaries during the second diel sampling period.

During the third diel sampling period, DO concentrations measured in the 
creek ranged from 3.3 mg/L at RM 41.6 (site 6) to 13.8 mg/L at RM 39.8 (site 
10). Dissolved-oxygen concentrations remained greater than 5.0 mg/L at all 
Cedar Creek sites except the one at RM 41.6 (site 6). Figure 5 shows the 
percentage of the measurements at each site with DO concentrations less than
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5.0 and less than 6.0 mg/L. In the third diel period, these percentages indi­ 
cated that the State DO standard was not met at sites at RM 33.1, RM 30.0, and 
RM 28.5 (sites 13, 15, and 16), although DO concentrations at these sites were 
never less than 5.0 mg/L. The State DO standard was not met at 36 percent of 
the sites sampled during the third diel sampling period.

Samples collected during the third diel sampling period were not analyzed 
for metals, total dissolved solids, or phenol concentrations. Therefore, no 
comparison can be made with State water-quality standards.

Macroinvertebrate Community

On July 11, 1985, a biological survey was conducted by the IEPA at 13 of 
the Cedar Creek diel sampling sites in order to provide an additional assess­ 
ment of the water quality of the creek. Benthic macroinvertebrates were used 
as an indicator of the condition of the stream environment because of their 
restricted mobility and their sensitivity to contaminants.

The macroinvertebrate samples were collected to quantify the abundance of 
each species and to determine the MBI (macroinvertebrate biological index) for 
each site, which is the average of the pollution tolerance index for all spe­ 
cies, weighted by the relative abundance of each species. The MBI can range 
from 0 to 11; larger values indicate more contaminated water. An explanation 
of MBI and the calculation method are described in detail by Schaeffer and 
others (1985). Table 4 lists the sites at which macroinvertebrate sampling 
was conducted and the MBI determined.

Table 4. Macroinvertebrate biotic indices, July 11, 1985

[Site identifiers refer to those in table 1 ; 
MBI, macroinvertebrate biotic index]

Site 
identi­ 

fier

1

2

3

5

7

9

10

River 
mile

45.2

44.7

44.0

42.2

41.1

40.5

39.8

MBI 1

7.4

7.4

6.7

7.6

7.5

9.9

9.1

Site 
identi­ 

fier

11

12

15

18

19

20

River 
mile

38.1

35.2

30.0

24.7

22.7

19.0

MBI 1

7.4

6.4

4.9

4.7

4.7

5.0

1 MBI data from William Ettinger, Illinois Environmental Protection Agency, 
written commun., November 1986.
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The MBI values for Cedar Creek indicate the most contaminated water (based 
on the proportion of the macroinvertebrate community that are "pollution- 
tolerant" species) was at site 9 (RM 40.5), which is 0.3 mile upstream from the 
WWTF outfall. The large MBI value at this site probably is the result of the 
extensive sludge deposits at this site deposits that may be the result of run­ 
off from a sludge-application field located just upstream of site 9. Upstream 
from this site, values for the MBI also were large, although not as severe as 
at site 9. The MBI values decreased with distance downstream from the WWTF. 
The MBI value at site 11 (RM 38.1) indicated water quality similar to that at 
sites 1, 2, 3, 5, 7, (RM 45.2 to RM 41.1). The MBI values at sites 15, 18, 
19, and 20 (RM 30.0 to RM 19.0) indicated the water was less contaminated than 
the rest of the study reach and that water quality remained nearly constant 
from site 15 downstream through the end of the study reach at site 20.

ASSESSMENT OF PROCESSES AFFECTING WATER QUALITY

Processes that affect water quality were quantified by means of a com­ 
puter model calibrated to simulate the conditions observed in the creek. The 
model was calibrated to simulate the conditions measured during the July 9-10 
diel sampling period. The model then was verified against the data collected 
during the August 7-8 diel sampling period. Results from sensitivity analyses 
done on the calibrated and verified models and from simulated hypothetical 
conditions were used to quantify the affects of processes that affect water 
quality. The following section of the report describes the computer model of 
the creek, the calibration, verification, and sensitivity analysis processes, 
the hypothetical simulations performed, and the assessment of the factors 
affecting water quality.

Description of Model and Application

The QUAL-II, one dimensional, steady-state, water-quality model (National 
Council of the Paper Industry for Air and Stream Improvements, 1982) was used 
to simulate DO and the processes affecting it. In addition to DO, the model 
was used to simulate ultimate carbonaceous BOD, SOD, ammonia, nitrite plus 
nitrate, phosphorus, algae (as chlorophyll-a.), and specific conductance. 
Figure 6 shows the constituents and their interactions as simulated by the 
model. The mathematical basis of the model and details of the equations used 
to simulate these constituents are presented in the user's guide (National 
Council of the Paper Industry for Air and Stream Improvement, 1982).

On August 24, a storm passed over the study area dropping 0.65 inch of 
rain between 10:15 a.m. and 8:10 p.m. The runoff from this storm is charac­ 
terized by specific conductance values lower than those normally measured in 
the study reach. Figure 7 shows a decrease in specific conductance at four 
sites as a result of the storm. In addition, from 4:00 to 7:00 p.m. on 
August 25, the Galesburg WWTF discharged at a rate of 23.5 ft 3/s, compared 
to the average rate of 7.8 ft 3/s for the 6-day period August 23-28. Data to 
characterize the specific conductance of this release were not collected. 
Ammonia and nitrite plus nitrate concentrations from laboratory analyses of
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Specific 
conductance

*  Ammonia

Nitrite

Nitrate

Atmospheric 
reaeration/deaeration

Dissolved oxygen

Respiration Production

Chlorophyll-a

Sediment 
oxygen demand

Biochemical 
oxygen demand

Phosphorus

EXPLANATION

Sediment Interaction

Figure 6. Constituents and interactions evaluated 
with the QUAL-II model.
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24-hour composite samples collected from this effluent are shown in figure 8 
along with the discharge rates from the WWTF. The resultant effect of the 
storm and the release from the WWTF was water with relatively low specific 
conductance, ammonia, and nitrite plus nitrate concentrations. The location 
of these waters was estimated, from relations between velocity and discharge, 
to be from site 12 (RM 35.2) to the downstream end of the study reach at the 
start of the third diel sampling period. The assumption of steady-state con­ 
ditions is not met during the third diel sampling period because of the effect 
of the storm and the unusually high discharge rate from the Galesburg WWTF. 
For this reason, data from this period will not be included in the modeling 

part of the study.
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Figure 8. Discharge and ammonia and nitrite plus nitrate concentrations 
of the wastewater-treatment-facility effluent (site WWTF), 
August 24-28, 1985.

The study reach was initially conceptualized as 27 subreaches, with sub- 
reach boundaries at sampling stations and tributary locations (fig. 9). The 
upstream six subreaches (RM 45.2 to RM 41.6) were not included in the cali­ 
brated model because data for these subreaches were not sufficient to define 
model coefficients.

23



Site River miles 
identifier above mouth

Model subreach 
and number

EXPLANATION 

WWTF Wastewater-treatment-facility

  Station samples a tributary river 
miles are from mouth of tributary 
to mouth of Cedar Creek

Figure 9.*--Location of modeled subreaches of Cedar Creek relative to 
sampling sites and tributary locations.
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Boundary conditions for the model are the flow and constituent concentra­ 
tions from upstream of the modeled reach, from tributaries and point sources, 
and from base flow. Boundary conditions also include the mean temperature 
measured in each subreach of the model.

The aeration systems at RM 40.2 and RM 38.1 were simulated as point with­ 
drawals of 1 ft 3/s in one computational element, with the same flow discharged 
as a point source one computational element (0.1 mile) downstream. The return 
flow had all constituent concentrations identical to the withdrawal with the 
exception of DO, which was raised to 55 mg/L. The withdrawal value and the 
DO concentration of the return flow were estimated based on calibration to 
DO concentrations measured just upstream and downstream from the aerator at 
RM 38.1 during the August 7-8 diel sampling period. The same values were used 
for the July 9-10 and August 7-8 diel sampling periods.

The model was calibrated by initially setting all known coefficients to 
the value determined from measurements of the creek. Model coefficients that 
were not measured but are known (stoichiometric ratios and temperature correc­ 
tion coefficients) were set to the appropriate value. Temperature was not 
simulated by the model, but the mean value from all measurements in each model 
subreach were used in the model for temperature-dependent calculations. The 
reaeration equation (McCutcheon and Jennings, 1982) was added to the model to 
calculate reaeration-rate coefficients based on velocities and depths deter­ 
mined by the model. Coefficients not yet specified were then input, using 
median values from literature-specified ranges (Bowie and others, 1985). These 
latter coefficients were adjusted, over the range given in the literature, to 
calibrate the model so that simulated constituent concentrations agreed with 
those measured from stream-water samples. The coefficients adjusted to 
calibrate the model were those describing nonpoint discharge, algae maximum 
growth, respiration, and settling rates; light extinction coefficients; 
nitrogen and phosphorus content of algae; the rate of oxidation of ammonia to 
nitrate; the benthos source rate for phosphorus; rates of oxygen production 
and consumption by algae growth and respiration; and sediment oxygen demand 
rates.

After the model was calibrated, it was verified by simulating the data 
from the August 7-8, 1985, diel sampling period. The changes to point source, 
headwater, and tributary inputs for this simulation are listed in table 5. 
The changes in incremental inflow and temperature in each subreach for this 
simulation are listed in table 6.

Sensitivity analyses were performed on the models of the water quality 
measured during the July 9-10 and August 7-8 diel sampling periods. 
Sensitivity analyses indicate the relations between model errors and uncer­ 
tainty in model coefficients by giving the changes in model results (sensi­ 
tivity) to changes in individual coefficients. Sensitivity analyses were 
performed by varying selected coefficients by the standard deviation of the 
measured coefficients or by varying the value over the range suggested in the 
literature (Bowie and others, 1985). Changes in model results caused by these 
changes indicate sensitivity of the model to errors in the given coefficient.
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Table 6. Incremental inflow and temperature boundary conditions
for the model of the August 7-8, 1985,

diel sampling period

[ft 3/s, cubic feet per second; °F, degrees Fahrenheit]

Subreach 
model

7
8
9
10
11

12
13
14
15
16

17
18
19
20
21

22
23
24
25
26

Incremental 
inflow 
(ft 3/s)

0
.05

0
.37
.04

.05

.13

.04

.08

.19

.21

.14

.01

.07

.06

.06

.05

.05

.09

.08

Temperature 
(OF)

74.0
71.0
71.0
72.0
73.0

73.6
73.6
75.0
75.0
75.0

76.0
75.4
75.5
75.5
75.3

74.3
74.4
74.4
74.3
74.2

27 .08 74.2

Analysis of Simulations

First the model was calibrated for discharge and specific conductance; 
then, chlorophyl1-ei and nutrients (phosphorus, ammonia, nitrite, and nitrate) 
were calibrated to match measured values; and, finally, DO was calibrated to 
match the measured concentrations. Discharge was calibrated using nonpoint 
inflow equally distributed throughout subreaches where simulated streamflow 
was lower than measured. Specific conductance was assumed to be conservative 
and was used in mass-balance calculations to check the validity of the flow 
modeling. Following this, chlorophyll-«i concentrations were calibrated by 
adjusting settling rates and chlorophyll-ji to algae ratios. Nutrients were 
calibrated by adjusting reaction coefficients, uptake by algae, and rates of 
settling to the streambed. Ultimate carbonaceous BOD was calibrated using
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reentrainment from the streambed. Finally, DO was calibrated by adjusting SOD 
terms in each model subreach. A complete list of the input to the calibrated 
model is given in table 15 at the end of the report. The following section 
describes the calibration, verification, and sensitivity analysis process for 
each of these constituents.

Flow and Specific Conductance

Discharge, the first stream characteristic calibrated, was initially 
simulated using measured discharge rates from the upstream boundary, the 
tributaries, and point sources. Where simulated discharge was less than that 
estimated from stage measurements, an equally distributed, nonpoint inflow was 
added to the subreach. This nonpoint inflow was assumed to have specific con­ 
ductance, ammonia, nitrite plus nitrate, phosphorus, ultimate carbonaceous 
BOD, and DO concentrations equal to the discharge-weighted average of all the 
tributaries. Figure 10 shows the discharges measured in the creek, those 
estimated from stage-discharge relations, and those simulated by the model for 
the July 9-10 and August 7-8, 1985, diel sampling periods.

Conservative constituents are those that do not decay and are only 
affected by imports, exports, and dilution. Simulation of conservative 
constituents can indicate incorrect flow calibration; concentrations that are 
larger or smaller than the measured values can indicate too much or too little 
dilution.

Specific conductance was assumed to be a conservative constituent. 
Specific conductance was measured at all stream sites and at all known in­ 
flows to the creek. Specific conductance of all nonpoint inflows to the creek 
was assumed to equal the discharge-weighted average of all the tributaries 
entering the creek. Figure 11 shows the specific conductance measured in the 
creek and simulated by the model for the July 9-10 and August 7-8, 1985, diel 
sampling periods.

Sensitivity analyses for flow were performed by varying the flow from the 
point sources by 25 percent, which corresponds to the standard deviation of 
the WWTF discharge from its mean value. The effect caused by this variation 
was negligible. The largest effect on the specific conductance mass balance 
was at site 20 (RM 19.0), where the specific conductance varied from 804 to 
812 pS/cm (microsiemens per centimeter at 25 degrees Celsius) for the model of 
the first diel period and from 888 to 913 yS/cm for the model of the second 
diel period.

Hydraulics

Velocity is an important factor in model simulations of nonconservative 
constituents because it affects the residence time and, thus, the change in 
constituent concentrations that may occur in a subreach. Velocity also deter­ 
mines the location of extreme constituent concentrations. Velocity was simu­ 
lated using empirical coefficients in the following equation:

3v
V = OQ   (1)
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Coefficients o^ and gv were determined from traveltime measurements con­ 
ducted in the creek for reaches with similar hydraulic characteristics. The 
coefficients, the reaches to which they apply, and the statistical uncertainty 
in the estimate of $v (as determined from the regression) are presented in 
table 7.

Table 7.--Coefficients, exponents, and errors of estimate for the exponents for the equations 
used in the model to estimate velocity and depth from discharge

Model 
reaches

7-10

11-27

Up­ 
stream 
river 
mile

41.6

40.2

Down­ 
stream 
river 
mile

40.2

19.0

Velocity equation

Coefficient Exponent

0.201 0.361

.163 .432

Error in 
exponent

0.092

.047

Depth equation

Coefficient 
°d

0.766

.403

Exponent

0.246

.435

Error in 
exponent

0.066

.045

Depth is an important factor in simulation of algae and DO because it is 
included in the equations to estimate atmospheric reaeration, light extinc­ 
tion, and algal settling. Depth was simulated using empirical coefficients in 
the following equation:

3d 
D = oQ . (2)

The coefficients ot^ and g^ were initially determined based on channel 
cross-section geometry data obtained during discharge measurements. The cross 
sections were grouped into reaches with similar hydraulic characteristics, the 
average depth of each cross section was determined, and regression analyses of 
depth and discharge were done to determine a^ and $^ for the selected reaches.

Because discharge measurements are made at sections that generally are 
not representative of the entire reach, the empirical coefficients needed to 
be adjusted to represent the depth in the reach. To adjust the coefficients 
to represent the reach average, the ratio of the average reach depth to depth 
at the measurement sections was assumed to be inversely proportional to the 
ratio of average reach velocity to velocity at the measurement sections. 
Regression analyses of velocity with discharge at the measurement sections 
were used to determine coefficients otvm and ^vm « Coefficients were developed 
to relate the velocity at measurement sections to the discharge in the same 
manner as the depth and the reach velocity equations were developed. Assuming 
that the width of measurement sections is representative of the reach width, 
it can be shown that

Od = "** ^ (3) 
*vr

and

"v (4)
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where r and m subscripts indentify coefficients for an entire reach and those 
specific to measurement sections, respectively. The values for the coeffi­ 
cients relating reach depths to discharge and the reaches for which they apply 
are shown in table 7.

Algae and Nutrients

Following calibration of the flow and hydraulics, the nutrients (ammonia, 
nitrite plus nitrate, and phosphorus) and chlorophyll-a^ (an indicator of algal 
biomass) were calibrated. Coefficients were estimated from measured data when 
possible. Coefficients that could not be estimated from the data were ini­ 
tially set to values recommended by model documentation (Roesner and others, 
1981) and by modeling references (Bowie and others, 1985). Coefficients that 
were not defined by measured data and not well defined in the literature were 
estimated and adjusted to calibrate the model to simulate the measured data.

Algal populations appeared to be small in most of the study area during 
the diel sampling periods, although the concrete channel through Galesburg was 
choked with attached aquatic plants. Analyses of water samples for chloro­ 
phyll-^ indicate that phytoplankton (free-floating algae) populations were 
sparse in the subreaches of the creek included in the model. However, Butts 
(1986, p. 4) reports that "a three-mile reach of the creek, starting about two 
miles below the [Galesburg WWTF] plant is choked with rooted aquatic growth," 
which agrees with visual observation of the stream. This area would be the 
model subreach from RM 38.1 to RM 35.2 (between sites 11 and 12).

The QUAL-II model simulates phytoplankton populations based on the 
chlorophyll-a_ concentration but does not simulate periphyton and attached 
plants. The following equations were used to simulate phytoplankton in the 
model:

A = C/OQ (5) 

and

dA _ ^ ^1 _ ,_ -T=UA-pA---A. (6)

The range for the ratio of chlorophyll-el to algae, suggested by the model 
documentation, is 20 to 100 micrograms chlorophyll-a per milligram of algae. 
This ratio was adjusted to 1.2 micrograms chlorophyll-a per milligram algae in 
an attempt to simulate the effect of some of the attached plants as phyto­ 
plankton. Reducing this ratio causes the model to simulate a large quantity 
of algae for the same concentration of chlorophyll-a. measured in the water.

The suggested ranges for algal growth, respiration, and settling rates 
are 1.0 to 3.0 per day, 0.05 to 0.5 per day, and 0.5 to 6.0 feet per day, 
respectively. The growth and respiration rates were set to 3.5 and 0.12 per 
day, respectively. Algal settling rates were varied to calibrate the algal 
concentrations simulated by the model and ranged from 0.0 to 1.0 foot per day. 
Again, the growth and settling rates were set outside of recommended ranges in 
an attempt to simulate the effect of attached plants and periphyton.
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Half-saturation constants for nitrogen, phosphorus, and light intensity 
serve to decrease the algal growth rate in simulations of growth limitation by 
nutrients or light* The growth rate is decreased based on the following 
equation:

- u_ Hmax
N+Kn p+Kp

The suggested ranges for the half-saturation constants are 0.2 to 0.4 mg/L for 
nitrogen, 0.03 to 0.05 mg/L for phosphorus, and 0.03 Langleys per minute for 
light (Roesener and others, 1981, p. 33). The constants were set to the mid­ 
point of these ranges and sensitivity analyses were performed for the extremes 
of the ranges.

Light-extinction coefficients determine how much of the available light is 
lost because of water depth and turbidity. The light-extinction coefficient 
and the half-saturation constant for light serve to limit the growth based on 
equation 7. Light-extinction coefficients were estimated from Secchi disk 
depth by assuming an exponential decay in light intensity, and 10 percent of 
the surface light intensity remaining at the maximum Secchi depth. Light- 
extinction coefficients were estimated in this manner from Secchi depths 
obtained during the July 9-10 and August 7-8 diel sampling periods. The values 
from both diel sampling periods then were averaged by subreach, and these 
values were used in the model. Light-extinction coefficients for subreaches 
21 and 22 (RM 30.0 to RM 27.0) were increased from the value estimated from 
Seechi-disk readings because the creek flows through wooded areas in these sub- 
reaches that decrease the light available for photosynthesis.

Nutrient concentrations were simulated by considering the effects of algal 
uptake and respiration, source-sink terms, and for nitrogen species nitrifi­ 
cation. The following equations are used by the model to simulate these 
processes:

Ammonia

dNi
  L = oti PA"$-jN^ + C^/AX ; (8)
dt

Nitrite 

dN
- 32N2 i (9) 

dt

Nitrate 

dN
(10) 

dt

and

Phosphorus

= ct2 pA - ct2 yA + o^ . (11)
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Coefficients describing the nitrogen and phosphorus content of algae 
determine how much nitrite plus nitrate and phosphorus concentrations are 
reduced by photosynthesis and how much ammonia and phosphorus concentrations 
are increased by respiration and cell decomposition. The recommended ranges 
for these coefficients are 0.08 to 0.09 milligram nitrogen per milligram algae 
and 0.012 to 0.015 milligram phosphorus per milligram algae. To calibrate the 
model, these coefficients were set to 0.12 milligram nitrogen per milligram 
algae and 0.035 milligram phosphorus per milligram algae, exceeding the recom­ 
mended ranges in an attempt to force phytoplankton simulation to incorporate 
the effect of periphyton and attached macrophytes on nutrient concentrations.

Although the specified nitrogen, phosphorus, and chlorophyll-ji content 
and the maximum growth rate exceeded the suggested ranges, the model was 
unable to simulate the measured nitrite plus nitrate concentrations. Most 
notably, in the subreaches from PM 38.1 to RM 30.0 (sites 11-15), measured 
nitrite plus nitrate concentrations decreased sharply, but model simulations 
showed little or no change in these concentrations, perhaps because of the 
abundance of rooted aquatic plants in these subreaches, which the model cannot 
simulate. Sensitivity analyses for these coefficients indicated that the 
model is insensitive to changes in these coefficients because of the low algae 
(chlorophyll-ji) concentrations.

Nitrification and source-sink coefficients are used to calibrate the 
nutrients .after algal effects are calibrated. The rate at which ammonia 
oxidizes to form nitrite was estimated by dividing the decrease in total 
Kjeldahl nitrogen (organic plus ammonia nitrogen) between two sampling sites 
by the traveltime through the intervening subreach. In the model, ammonia 
concentrations are decreased by oxidation and settling to the streambed and 
increased by point sources and ammonia released by algal decay. The method 
used to estimate the oxidation rate agrees with the model conceptualization 
provided settling and algal decay are negligible. Positive ammonia-oxidation 
values estimated from measured total Kjeldahl nitrogen concentrations for the 
July 9-10 and August 7-8 diel sampling periods ranged from 0.10 to 2.2 per 
day. Many reaches had negative values, indicating an unidentified source of 
nitrogen or significant algal decay. For the July 9-10 diel sampling period, 
the mean value for all subreaches with a positive rate was 1.2 per day. For 
the August 7-8 diel sampling period, the mean value for all subreaches with a 
positive rate was 1.3 per day.

The mean of the positive rates from the July 9-10 and August 7-8 diel 
sampling periods, 1.25 per day, was input to the model as the ammonia oxida­ 
tion coefficient for all subreaches in the model. The standard deviation of 
these rates is 0.67. This value was used in analyses of model sensitivity to 
changes in the ammonia-oxidation rates.

The rate at which nitrite reacts to form nitrate nitrogen was set to 20.0 
per day for all subreaches in the model. This is the maximum value recommended 
in the model documentation and results in all nitrite reacting quickly to form 
nitrate. By setting this coefficient high, simulated nitrate values correspond 
to the concentration of nitrite plus nitrate, which is what the water samples 
were analyzed for. Simulated nitrite plus nitrate concentrations are increased
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through nitrification and decreased through algal uptake. Because ammonia con­ 
centrations were small relative to nitrite plus nitrate concentrations, the 
ammonia oxidation rate did not have a significant effect on nitrite plus 
nitrate concentrations. Algal growth, respiration, settling, and nutrient 
uptake parameters were used to calibrate for nitrite plus nitrate.

Similarly, phosphorus concentrations in the model are affected by sources 
to the creek, by uptake and release through algal photosynthesis and respira­ 
tion, and by settling to and reentrainment from the streambed. Because sources 
of phosphorus were assumed to be known, phosphorus was calibrated by adjustment 
of algal coefficients, with final calibration achieved by adjustment of source- 
sink rates. Rates and coefficients used in the calibrated model to describe 
algae and nutrient concentrations are listed in tables 8 and 9.

Figures 12 and 13 show simulated and measured chlorophyll-a^ phosphorus, 
ammonia, and nitrite plus nitrate concentrations for the July 9-10 and 
August 7-8, 1985, diel sampling periods, respectively.

Model-sensitivity analyses indicate that the model is sensitive to changes 
in the algal simulation coefficients. Although phytoplankton concentrations in 
the creek were low, model coefficients were adjusted in an attempt to simulate 
the effect of periphyton and attached plants, which caused model results to be 
sensitive to algal coefficients. The algal coefficients that have the greatest 
effect on model results are the algal growth and respiration rates, and the 
light-extinction coefficients. Coefficients describing the flow velocity and 
depth also affected the modeled chlorophyll-a^ concentrations. The largest 
effect, caused by varying the algal coefficients, occurred at the downstream 
end of the study reach where chlorophyll-a_ concentrations were the highest. 
The model coefficients that had the greatest effect on the simulated algae and 
nutrient concentrations are listed in table 10 for the July 9-10 diel sampling 
period and in table 11 for the August 7-8 diel-sampling period.

The July 9-10 and August 7-8 data were simulated without the effect of 
algae in order to quantify the effect of adjusting algal coefficients beyond 
recommended ranges to account for the effects of periphyton. Results from 
these simulations on DO, phosphorus, ammonia, and nitrite plus nitrate concen­ 
trations are shown in figures 14 and 15. These simulations show that algae and 
plants affect nutrient concentrations and that DO concentrations are affected, 
but the basic shape of the DO concentration profile is not changed. The great­ 
est sensitivity to changes in the algal growth coefficients was at RM 19.0 
(tables 10 and 11).

Dissolved Oxygen

Dissolved-oxygen concentrations were used as the primary indicator of 
water quality in the creek. Of all the constituents modeled in this study, 
DO is the most complex to simulate. The equation used to estimate change in 
DO concentrations is

do _ , * v .   . K/ - - K2 (0-0) +
dt
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Table 8. Coefficients used in the model to simulate 
algal and nutrient kinetics

Coefficient
Recommended 

range
Value 
used

Oxygen production by algae 
(milligrams oxygen per 
milligram algae)

Oxygen uptake by algae 
(milligrams oxygen per 
milligram algae)

Nitrogen content of algae 
(milligrams nitrogen per 
milligram algae)

Phosphorus content of algae 
(milligrams phosphorus per 
milligram algae)

Maximum growth rate (per day) 

Respiration rate (per day)

Nitrogen half-saturation 
constant (milligrams per liter)

Phosphorus haIf-saturation 
constant (milligrams per liter)

Light half-saturation constant 
(langleys per minute)

Oxygen uptake by ammonia 
oxidation (milligrams oxygen 
per milligram ammonia)

Oxygen uptake by nitrite 
oxidation (milligrams oxygen 
per milligram nitrite)

1.4 - 1.8

1.6 - 2.3

.08 - .09

.012 - .015

1.0 - 3.0

.05 - .5

.2 - .4

.03 - .05

.03

3.0 - 4.0 

1.0 - 1.14

1.4 

2.1 

.10

.035 

3.5 

.12

.30 

.04 

.03

3.43

1.14

1 Recommended ranges are taken from the QUAL-II model documentation 
(Roesener and others, 1981, p. 33).
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Table 9. Reach-dependent coefficients used in the model to
simulate algal and nutrient kinetics

[ft/d, foot per day; 1/ft, reciprocal foot; 1/d, reciprocal day]

Model
sub-

reach

7
8
9
10
11

12
13
14
15
16

17
18
19
20
21

22
23
24
25
26

27

Algae
settling

rate
(ft/d)

0.35
.35
.35
.35
.35

.70
1.00
1.00
1.00
1.00

.10

.10

.10

.20

.20

.20

.20

.00

.00

.00

.00

Light
extinction
coefficient

(1/ft)

1.3
1.3
1.0
1.0
1.0

1.0
1.0
1.0
1.6
2.1

2.2
1.8
2.3
2.3
6.0

8.0
2.9
2.9
2.3
2.3

2.3

Ammonia
oxidation

rate
(1/d)

1.25
1.25
1.25
1.25
1.25

1.25
1.25
1.25
1.25
1.25

1.25
1.25
1.25
1.25
1.25

1.25
1.25
1.25
1.25
1.25

1.25

Nitrite
oxidation

rate
(1/d)

20
20
20
20
20

20
20
20
20
20

20
20
20
20
20

20
20
20
20
20

20

Source
rate for

phosphorus
(1/d)

-100
-100
-100
-100
-100

-100
-100
-100
-100
-100

-100
-100
-100
-100
-100

-100
-100
-100
-100
-100

-100
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Reaeration-rate coefficients are estimated, based on flow depth and veloc­ 
ity, using the equation developed by Velz (1970) as previously described. The 
ao and 04 terms describe the rate of DO production by photosynthesis and uptake 
by respiration. The ranges for these coefficients are 1.4 to 1.6 milligrams 
DO produced per unit of algal growth and 1.6 to 2.3 milligrams DO consumed per 
unit of algae respired. These coefficients were set to 1.4 milligrams DO pro­ 
duced per unit of algae growth and 2.1 milligrams DO consumed per unit of algae 
respired. Sensitivity analyses were performed by varying these to the extremes 
of the given ranges.

The 05 an<^ <Xg coefficients give the oxygen uptake in the nitrification 
process. These values were set to the stoichiometric equivalent amounts needed 
to balance the chemical reactions. These rates are 3.43 milligrams DO per 
milligram ammonia oxidized to nitrite, and 1.14 milligrams DO per milligram 
nitrite oxidized to nitrate (Bowie and others, 1985, p. 158). Some researchers 
indicate that these coefficients may be too high because of cell synthesis 
(Bowie and others, 1985, p. 159) and that these coefficients need to be set to 
3.22 and 1.11, respectively. Sensitivity analyses performed by making these 
adjustment showed no significant changes in the simulated DO concentrations.

Ultimate carbonaceous BOD is a measure utilized to quantify biochemical 
oxidation of organic constituents in the water. This is a first-order decay 
process described by a rate constant, K1   Ultimate carbonaceous BOD is reduced 
by the decay process, with a corresponding decrease in DO, and by the settling 
of organic matter to the streambed, which reduces BOD without a corresponding 
decrease in DO. Increases and decreases in ultimate carbonaceous BOD are simu­ 
lated by a source-sink term in the model. Increases result from reentrainment 
of organics from the streambed, periphyton and plants sloughed off by the flow, 
and other similar sources of organic matter. Ultimate carbonaceous BOD and 
the decay-rate coefficient were measured from water samples collected at each 
site and from samples collected at all known inflows to the creek. The mean 
of the decay rate coefficients measured at two adjacent sites was input as the 
rate coefficient for the intervening subreach.

The DO model calibration was completed by adjusting the SOD rate coef­ 
ficient. This coefficient describes the rate at which DO in the water column 
is used by biological and chemical processes occurring in the streambed. 
Sediment-oxygen-demand-rate coefficients were initially estimated based on SOD 
rates measured at selected points in the creek. Adjustments to these rate 
coefficients were made within the range of measured SOD rates in the subreach 
being calibrated.

The constants and rate coefficients controlling simulation of ultimate 
carbonaceous BOD and DO in the calibrated model are listed in table 12. 
Figures 16 and 17 show the carbonaceous BOD and DO concentrations measured in 
the creek and simulated by the model for the July 9-10 and August 7-8, 1985, 
diel sampling periods.

Sediment oxygen demand rates varied widely with location and even in the 
same cross section. The average standard deviation of SOD measurements in a 
subreach was 1.40 (g/m2 )/d (grams per square meter per day), which corresponds 
to an average deviation of 38 percent from the mean measured SOD in a subreach.
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Table 12. Coefficients used in the model to simulate carbonaceous biochemical
oxygen demand and dissolved-oxygen concentrations

[(g/ft)/d, grams per foot of reach length per day;
all

Model
sub-

reach

7
8
9
10
11

12
13
14
15
16

17
18
19
20
21

22
23
24
25
26

27

coefficients

Sediment
oxygen
demand

[(g/ft)/d]

2,500
3,400
7,400
8,800
7,300

8,600
12,000
8,500
9,600
10,600

10,300
8,000
4,800
4,900
7,000

10,000
7,300
2,100
3,700
5,700

5,500

at 20 degrees

Ca rbonaceous
oxygen demand
July 9-10,
1985, model

(1/d)

0.127
.163
.134
.134
.103

.072

.115

.158

.134

.134

.103

.110

.185

.146

.108

.130

.137

.139

.142

.103

.122

1/d, reciprocal days;
Celsius; reaeration rates are

biochemical
decay rate
August 7-8,
1985, model

(1/d)

0.108
.144
.113
.072
.072

.070

.084

.098

.094

.094

.089

.106

.132

.120

.106

.130

.086

.082

.079

.079

.082

Atmospheric

base e]

reaeration
rate

July 9-10,
1985, model

(1/d)

5.79
5.49
5.48
5.48
4.36

9.42
6.17
9.50
6.29
3.86

3.78
3.76
3.75
3.63
3.60

3.56
3.51
3.44
3.40
3.36

3.33

August 7-8,
1985, model

(1/d)

7.90
7.52
7.38
6.89
5.24

9.50
6.17
9.50
6.28
4.83

4.74
4.69
4.67
4.64
4.62

4.61
4.59
4.56
4.54
4.52

4.50
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Measured rates also varied with time; thus, making the estimation of subreach 
values from point measurements difficult. Sediment-oxygen-deraand-rate coeffi­ 
cients were, therefore, estimated through model calibration. Figure 18 shows 
the rates used in the model compared to those measured in the creek and those 
measured by the State Water Survey (Butts, 1986). Sensitivity analyses for the 
SOD rate coefficients were performed by varying the SOD coefficients by the 
standard deviation of the SOD measurements in each individual reach. Figure 
19 shows the effect of this change on the simulated DO concentrations for the 
calibrated model. The model coefficients to which carbonaceous BOD and DO 
concentrations are most sensitive and the effect on simulated concentrations 
by changes to these coefficients are listed in table 13 for the July 9-10 diel 
sampling period and in table 14 for the August 7-8 diel sampling period.

SEDIMENT OXYGEN DEMAND, 
IN GRAMS PER SQUARE METER PER DAY
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20 15

Figure 18. Measured and simulated sediment oxygen demand.

Rates of many of the reactions affecting modeled constituent concentra­ 
tions vary with temperature. Simulations were done with the water temperature 
raised and lowered to the maximum and minimum values measured in each subreach 
to determine the sensitivity of model results to temperature changes. These 
simulations showed maximum changes in DO concentrations of 0.4 and 0.8 mg/L 
for the July 9-10 and August 7-8 diel sampling periods, respectively. For the 
July 9-10 diel sampling period, the largest change occurred just downstream 
from the aerator at RM 38.1 and is presumed to be because of a temperature- 
dependent change in the rate of atmospheric deaeration. For the August 7-8
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Table 13. Sensitivity analysis showing maximum change in ultimate 
carbonaceous biochemical oxygen demand and dissolved-oxygen 

concentrations for the model of the July 9-10, 1985, 
diel sampling period, with changes in model 

coefficients as shown

[mg/L, milligrams per liter; RM, river miles above mouth; 
dashes indicate no change throughout modeled reach]

Change in coefficients

Carbonaceous bio­ 
chemical oxygen 

_____demand___________
Change in

Location concen- 
(RM) tration 

__________(mg/L)

Dissolved oxygen

Change in
Location concen- 

(RM) tration 
__________(mg/L)

Algal growth rate increased 
from 3.5 to 4.0 per day

Algal respiration rate 
increased from 0.12 to 
0.20 per day

Exponent in equation to 
estimate velocity from 
discharge increased by 
one standard deviation 
(11 percent) 24.7

Exponent in equation to esti­ 
mate depth from discharge 
increased by one standard 
deviation (10 percent)

Light extinction coefficient 
increased by 17 percent  

Algae settling rate 
increased by ten percent  

Ammonia decay rate increased 
by one standard deviation 
of the estimated rates 
(54 percent)

Carbonaceous biochemical 
oxygen demand increased by 
one standard deviation 
(28 percent) 24.7

Reaeration rate coefficient 
increased by one standard 
deviations (17 percent)

Sediment oxygen demand 
increased by one standard 
deviation (38 percent)  

0.94

-.57

19.0

19.0

19.0

19.0

19.0

19.0

38.1

35.2

31.9

31.9

1.03

-.74

-.54

-.53

-.58

-.09

-.07

-.16

.35

-1.05
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Table 14. Sensitivity analysis showing maximum change in ultimate
carbonaceous biochemical oxygen demand and dissolved-oxygen

concentrations for the model of the August 7-8/ 1985,
diel sampling period/ with changes in model

coefficients as shown

[mg/L, milligrams per liter; RM, river miles above mouth; 
dashes indicate no change throughout modeled reach]

Change in coefficients

Carbonaceous bio­ 
chemical oxygen 

_____demand_____ 
Change in

Location concen- 
(RM) tration 

__________(mg/L)

Dissolved oxygen

Change in
Location concen- 

(RM) tration 
__________(mg/L)

Algal growth rate increased 
from 3.5 to 4.0 per day

Algal respiration rate 
increased from 0.12 to 
0.20 per day

Exponent in equation to 
estimate velocity from 
discharge increased by 
one standard deviation 
(11 percent) 24.7

Exponent in equation to esti­ 
mate depth from discharge 
increased by one standard 
deviation (10 percent)

Light extinction coefficient 
increased by 17 percent

Algae settling rate 
increased by ten percent

Ammonia decay rate increased 
by one standard deviation 
of the estimated rates 
(54 percent)

Carbonaceous biochemical 
oxygen demand increased by 
one standard deviation 
(28 percent) 24.7

Reaeration rate coefficient 
increased by one standard 
deviations (17 percent)

Sediment oxygen demand 
increased by one standard 
deviation (38 percent)

1.09

-.62

19.0

19.0

19.0

19.0

19.0

19.0

38.1

35.2

31.9

31.9

1.86

-1.02

-.60

-.45

-.86

-.19

-.24

-.12

.45

-1.79
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diel sampling period, the maximum change occurred from RM 19.5 to RM 19.0 and 
is presumed to be from changed algal growth. These variations were small 
enough that the diel variation in temperature was not considered to violate 
the steady-state assumption.

Sensitivity analysis results were used to estimate the relative effect of 
different processes on DO concentrations. For this analysis, coefficients 
affecting different processes were increased and decreased by 5 percent, and 
the changes in DO concentrations with respect to the changes in coefficients 
were calculated and plotted. The change in DO concentration between the simu­ 
lations with decreased coefficients and the simulations with increased coef­ 
ficients gave an estimate of the change in DO with respect to a 10-percent 
increase in the coefficient. To estimate the effect of photosynthesis and 
respiration, algal growth and death rates were increased and decreased (inde­ 
pendently) by 5 percent, and the resultant changes were summed to estimate a 
net change in DO because of plant photosynthesis and respiration. The effect 
of SOD was estimated by the change in DO caused by a 5-percent increase and 
decrease in the SOD-rate coefficient. The effects of BOD and ammonia oxidation 
were estimated by the change in DO from a 5-percent increase and decrease in 
the BOD and ammonia decay-rate coefficients. The effect of atmospheric 
reaeration was estimated by the change in DO from a 5-percent increase and 
decrease in the reaeration-rate coefficient.

This analysis is intended to provide a qualitative indication of the 
relative magnitude of the effects of different processes on DO. This does not 
quantitatively determine the effect of each process, as comparisons are of both 
first- and zero-order processes; and interaction effects between processes are 
not taken into account. Changes in DO concentration resulting from the 10- 
percent changes in these coefficients are shown in figures 20 and 21 for the 
models of the July 9-10 and August 7-8 diel sampling periods, respectively. 
These figures show that SOD is the major oxygen-demanding process occurring in 
the creek, with the effect distributed throughout the study reach.

Atmospheric reaeration reflects SOD; as SOD increases, reaeration shows a 
corresponding increase. Net photosynthetic DO production is seen to be the 
major process increasing DO concentrations in the downstream-most 6 miles of 
the study reach. Photosynthetic production of DO in the downstream 6 miles 
may be exaggerated because of first-order algal kinetics (increased growth 
rates will result in increased algae concentrations, thereby amplifying the 
effect of the increased growth rate).

The method used to determine the effect of different processes on DO con­ 
centrations is not quantitatively exact. However, because of the mathematical 
formulation of the model, direct calculation of these effects is impossible. 
The results shown by this analysis agree with indications from sensitivity 
analyses and with results from simulation of hypothetical situations (discussed 
later in this report). Therefore, these results are presented as indicators 
of the importance of different processes on DO concentrations.
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Simulation of Hypothetical Situations

After model calibration and verification was completed, the model was 
used to simulate hypothetical streamflow and water-quality conditions. This 
demonstrated the possible use of the model as a tool for evaluating different 
management strategies.

The first hypothetical simulation removed the effect of the aeration 
systems located at RM 40.2 and RM 38.1, while maintaining all other values 
from the calibrated model. The aeration systems were removed by eliminating 
the withdrawal and point-source parameters used to simulate them. Dissolved- 
oxygen concentrations from this simulation are shown in figure 22, along with 
the simulated values from the calibrated model for both diel sampling periods. 
Results indicate the effect of the aerators is limited to about 1 mile down­ 
stream from their locations, where they produce increased DO concentrations. 
Other constituents were not affected by this change. Theoretically, however, 
significant reduction in DO concentrations could potentially decrease nitrifi­ 
cation and SOD rates immediately downstream from the aerators; these secondary 
effects are probably negligible compared to the DO reduction without the 
aerators.

The second hypothetical simulation reduced the SOD in all reaches of the 
creek to a level more representative of the nonurbanized areas of the basin. 
The SOD for the nonurbanized area of the creek was estimated by averaging the 
SOD from all the tributaries to the creek; the SOD values in the model were 
then set to not exceed this average [2.12 (g/m2 )/d]. Dissolved-oxygen concen­ 
trations from this simulation are shown in figure 23, along with the simulated 
values from the calibrated models. This simulation resulted in increased DO 
concentrations throughout the study reach; the DO concentrations are increased 
the most in subreaches that had the smallest DO concentrations during the diel 
sampling periods. These simulations indicate that SOD is a principal factor 
contributing to small DO concentrations measured in the creek, especially in 
the areas with the smallest DO concentrations. Other constituents were not 
affected by this change.

The third simulation combined the previous two simulations SOD was 
reduced to 2.12 (g/m^J/d, and the aeration systems were removed. Dissolved- 
oxygen concentrations from this simulation and from the calibrated models are 
shown in figure 24. This simulation resulted in increased DO in all subreaches 
except immediately downstream from the aerators. However, even in these sub- 
reaches, simulated DO concentrations remained greater than the State standard. 
Other constituents were not affected by this change.

SUMMARY AND CONCLUSIONS

This report (1) describes the water quality of Cedar Creek near Galesburg, 
Illinois, during three low-flow periods in the summer of 1985, (2) identifies 
the Illinois' general-use water-quality standards that were not met during 
these periods, and (3) presents the methods used and assumptions made in using 
simulations performed with the QUAL-II model to quantify the processes affect­ 
ing low-flow water quality in Cedar Creek.
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Data collected during 24-hour (diel) sampling periods on July 9-10, 
August 7-8, and August 27-28, 1985, indicated that State water-quality stan­ 
dards were not met at some sites in the creek. Standards that were not met 
include dissolved oxygen, which was present in concentrations smaller than the 
standard at some time during all diel sampling periods; iron and copper, con­ 
centrations of which exceeded the standard during the first two diel sampling 
periods; and manganese, phenol, and total dissolved solids, concentrations of 
which exceeded the standard during the second diel sampling period.

Results from benthic macroinvertebrate sampling indicated that water in 
Cedar Creek was contaminated both upstream and downstream from the wastewater- 
treatment-facility outfall and was most contaminated immediately upstream from 
the outfall, possibly because of runoff from a sludge-application field located 
near river mile 40.5. Downstream from the outfall, macroinvertebrate sampling 
indicated that quality improved rapidly with distance and that, within 10 miles 
downstream from the wastewater-treatment facility, water quality stabilized at 
a less contaminated condition than found at any site upstream from this point.

The QUAL-II one-dimensional, steady-state, water-quality model was used to 
quantify cause-and-effect relations in the creek. The model initially was cali­ 
brated to simulate the conditions measured during the July 9-10 diel sampling 
period. The calibrated model from July 9-10 diel sampling period was used with 
boundary conditions from the August 7-8 period to verify the ability of the 
model to simulate conditions other than those for which it was calibrated.

The model was calibrated using the most accurate and reasonable estimates 
for model coefficients available from the sampling program and the literature. 
After the model was calibrated, it was used to simulate measured conditions 
other than those for which it was calibrated. This procedure (model verifica­ 
tion) was done to verify the ability of the model to predict low-flow water 
quality. After model coefficients were calibrated and verified, they were 
perturbed and the resultant changes in simulated constituent concentrations 
tabulated to indicate the sensitivity of the model to changes in different 
coefficients.

Because of the complex interrelations of many of the constituents, some 
coefficients may not represent the true kinetics of a given process, with the 
resultant error in simulated concentrations offset by errors in other coef­ 
ficients. Additionally, some constituent concentrations are so low (notably 
ammonia nitrogen) that any errors in the coefficients related to it are negli­ 
gible compared to more dominant processes in the model, such as SOD and plant 
growth. Therefore, caution needs to be exercised in application of coeffi­ 
cients from the calibrated model to conditions where the dominant processes 
are different from those used to calibrate and verify the model.

Model simulations required that coefficients describing algae concentra­ 
tion in the creek be set outside recommended ranges to simulate the effect of 
periphyton and attached plants on DO and nutrient concentrations. Extreme 
values for some algal coefficients caused model results to be most sensitive 
to changes in these coefficients. Other coefficients to which the model was 
sensitive include SOD and coefficients in the equations to estimate velocity 
and depth from discharge. Model simulations and sensitivity analyses indicate
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that SOD and plant photosynthesis and respiration are the factors that have 
the greatest effect on DO concentrations in the creek. Photosynthesis and 
respiration effects are limited to the downstream part of the study reach. 
Model simulations indicate that SOD is the principal factor causing low DO 
concentrations in many reaches of the creek. Other modeled factors had sub­ 
stantially smaller effects on DO when compared to SOD and plant photosynthesis 
and respiration.

Model simulations of hypothetical conditions showed the effect of the 
stream aerators may be limited to about 1 mile downstream from their 
locations. However, in these subreaches, DO concentrations are higher than 
without aeration.

Other hypothetical simulations of the July 9-10 and August 7-8, 1985, 
diel sampling periods were made with SOD reduced to a value representative of 
nonurbanized portions of the creek. These simulations showed increased DO 
concentrations in large parts of the study reach, especially in those portions 
of the creek with the smallest measured DO concentrations.
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TABLE 15



Table 15. Listing of the input data set for the model calibrated to
the data measured during the July 9-10, 1985/

die! sampling period

TITLE01 

TITLE02 
TITLE03 

TITLE04 
TITLE05 
TITLE06 
TITLED? 
TITLE08 
TITLED9 
TITLE10 
TITLE11 
TITLE12 

TITLE13 
TITLE14 
TITLE15 
TITLE16

YES

NO
NO
NO
YES
YES
YES
YES
YES
YES

YES
NO
NO
YES

STREAM QUALITY MODEL QUAL-II IL DIST USGS VERSION

CEDAR CREEK FOR JULY DIEL #1 
CONSERVATIVE MINERAL I SPCN UMHO 

CONSERVATIVE MINERAL II 
CONSERVATIVE MINERAL III 
TEMPERATURE
BIOCHEMICAL OXYGEN DEMAND IN MG/L 
ALGAE AS CHL A IN UG/L 
PHOSPHORUS AS P IN MG/L 
AMMONIA AS N IN MG/L 
NITRITE AS N IN MG/L 
NITRATE AS N IN MG/L 

DISSOLVED OXYGEN IN MG/L 
COLIFORMS IN NO/100 ML 
ARBITRARY NON-CONSERVATIVE

NO
ENDTITLE
LIST DATA INPUT
WRITE OPTIONAL SUMMARY
NO FLOW AUGMENTATION
STEADY STATE
DISCHARGE COEFFICIENTS
INPUT METRIC (YES=1)
NUMBER OF REACHES = 21.

NUM OF HEADWATERS = 1.
TIME STEP (HOURS)
MAXIMUM ROUTE TIME (HRS)= 15.

ENDATA1
O UPTAKE BY NH3 OXID(MG O/MG N)= 3.43
O PROD. BY ALGAE (MG O/MG A) =1.4
N CONTENT OF ALGAE (MG N/MG A) = .10
ALG MAX SPEC GROWTH RATE(1/DAY)= 3.50
N HALF SATURATION CONST. (MG/L)= .30

LIGHT HALF SAT CONST(LNGLY/MIN)= .03
ENDATA1A

OUTPUT METRIC (YES=1) 
NUMBER OF JUNCTIONS 

NUMBER OF POINT LOADS 
LNTH. COMP. ELEMENT 
TIME INC. FOR RPT2 (HRS)=

O UPTAKE BY NO2 OXID(MG O/MG N)= 
0 UPTAKE BY ALGAE (MG O/MGA) = 
P CONTENT OF ALGAE (MG P/MG A) = 

ALGAE RESPIRATION RATE (1/DAY) = 
P HALF SATURATION CONST. (MG/L)=

1.14
2.10
.035
.12
.04

TOTAL DAILY RADIATION(LANGLEYS)=674.0
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Table 15. Listing of the input data set for the model calibrated to
the data measured during the July 9-10, 1985,

diel sampling period   Continued

STREAM REACH

STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH

STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH

STREAM REACH
STREAM REACH
STREAM REACH

STREAM REACH
STREAM REACH
STREAM REACH
STREAM REACH
ENDATA2
ENDATA3
FLAG FIELD RCH=
FLAG FIELD RCH=

FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=

FLAG FIELD RCH=
FLAG FIELD RCH=

FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=

FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
FLAG FIELD RCH=
ENDATA4

7.

8.
9.

10.
11.

12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

RCH=
RCH=
RCH=
RCH=
RCH=

RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=

RCH=
RCH=
RCH=

RCH=
RCH=
RCH=
RCH=

McClure to LinwoodFROM
Linwood to C2 FROM
C2 to WWTF bridge FROM
bridge to effluentFROM
WWTF to Old PickarFROM
Old P. to Trib FROM
Trib to C3 FROM
C3 to 2100 Rd TribFROM
Trib to RR Trib FROM
RR Trib to 1650 RdFROM
1650 to 1550 Rd FROM
1550 to 1500 (C4) FROM
C4 to Trib FROM
Trib to 1400 Rd FROM
1400 to 1300 Rd FROM
1300 to 1200 +tribFROM
1200 to Trib FROM
Trib to 1100 (C5) FROM
C5 to Old Hwy 34 FROM
Old 34 to RM 20.9 FROM
Rm20.9 to 0 54684 OOFROM

5. 1.6.2.2.2.
3. 6.2.2.
3. 2.2.2.
3. 2.2.2.
4. 6.2.2.2.
5. 2.2.2.2.2.

12. 6.2.2.2.2.
4. 2.2.2.2.
7. 6.2.2.2.2.

18. 6.2.2.2.2.
20. 2.2.2.2.2.
13. 2.2.2.2.2.
3. 2.2.2.

16. 6.2.2.2.2.
15. 2.2.2.2.2.
15. 2.2.2.2.2.
12. 6.2.2.2.2.
11. 6.2.2.2.2.
20. 2.2.2.2.2.
18. 2.2.2.2.2.
19. 2.2.2.2.2.

41.
41.
40.
40.
40.
39.
39.
38.
37.
37.
35.
33.
31.
31.
30.
28.
27.
25.
24.
22.
20.

2.2.2.2.2

2.2.
2.2.2.2.2
2.2.2.2.2
2.2.2.2.2

2.2.2.2.2
2.2.2.2.2
2.2.2.2.2
2.2.2.2.2
2.2.2.2.2
2.2.2.2.2
2.2.2.2.2
2.2.2.2.2

6
1
8
5
2
8
3
1
7
0
2
2
9
6
0
5
0
8
7
7
9

.7.6

.2.2

.2.2

.2.2

.2.2

.2.2

.2.2

.2.2

.2.

.2.2

.2.2

.2.2

TO
TO
TO
TO
TO

TO
TO
TO
TO
TO
TO
TO
TO
TO

TO
TO
TO

TO
TO
TO

TO

 

.2.2.2.2.2.2

.2.2.2.2.2.2

.2.

.2.2.2.2.

.2.2.2.

.2.2.2.
 

.2.2.2.2.2.2

.2.2.2.2.2.2

.2.2.2.2.2.2

41.
40.
40.
40.
39.
39.
38.
37.
37.
35.
33.
31.
31.
30.
28.
27.
25.
24.
22.
20.
19.

 

.2.2

.2.2
 

.2.

1
8
5
2
8
3
1
7
0
2
2
9
6
0
5
0
8
7
7
9
0
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Table 15. Listing of the input data set for the model calibrated to
the data measured during the July 9-10, 1985,

diel sampling period   Continued

HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HPDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
HYDRAULICS
ENDATA5
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
REACT COEF
ENDATA6

RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=

RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=

7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

.1272

.1632

.1344

.1344

.1032

.0720

.1152

.1584

.1344

.1344

.1032

.1104

.1848

.1464

.1080

.1296

.1368

.1392

.1416

.1032

.1224

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

.201

.201

.201

.201

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.163

.2

.2

.2

.2

.2

.45

.45

.45

.45

.45

.45

.45

.45

.45

.45

.45

.4

.4

.4

.4

.4

.361

.361

.361

.361

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

.432

11.
11.
11.
11.
11.
1.
1.
1.
1.

11.
11.
11.
11.
11.
11.
11.
11.
11.
11.
11.
11.

.766

.766

.766

.766

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

.403

10.
6.

10.
6.

.246

.246

.246

.246

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.435

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.037

.001330

.001330

.000609

.000609

.000609

.000609

.000609

.000717

.000717

.000717

.000674

.000674

.000601

.000601

.000742

.000882

.000635

.000635

.000797

.000797

.00079"*
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Table 15. Listing of the input data set for the model calibrated to
the data measured during

diel sampling

ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ALGEA, N AND P COEF
ALGAE, N AND P COEF
ALGAE, N AND P COEF
ENDATA6A
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
OTHER COEFFICIENTS
SNDATA6B

RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=

RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=

7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.

2500.
3400.
7400.
8800.
7300.
8600.
12000.
8500.
9600.
10800.
10300.
8000.
4800.
4900.
7000.
10000.
7300.
2100.
3700.
5700.
5500.

the July 9-10, 1985,
period--Continued

2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2

0
0
0
0
0
0
1
1
1
1
0
0
0
0
0
0
0
0
0
0
0

.35

.35

.35

.35

.35

.70

.00

.00

.00

.00

.10

.10

.10

.20

.20

.20

.20

.00

.00

.00

.00

1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25
1.25

1.3
1.3
1.0
1.0
1.0
1.0
1.0
1.0
1.6
2.1
2.2
1.8
2.3
2.3
6.0
8.0
2.9
2.9
2.3
2.3
2.3

20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

.0

0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.

-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
-100.0
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Table 15. Listing of the input data set for the model calibrated to
the data measured during the July

diel sampling

INITIAL 
INITIAL 
INITIAL 

INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 
INITIAL 

INITIAL 
INITIAL 
INITIAL 

INITIAL
INITIAL

INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
ENDATA7
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL

INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL
INITIAL

ENDATA7A

CONDITIONS 
CONDITIONS 
CONDITIONS 

CONDITIONS 
CONDITIONS 
CONDITIONS 
CONDITIONS 

CONDITIONS 
CONDITIONS 

CONDITIONS 
CONDITIONS 
CONDITIONS 

CONDITIONS
CONDITIONS

CONDITIONS
CONDITIONS
CONDITIONS
CONDITIONS
CONDITIONS
CONDITIONS
CONDITIONS

COND-2
COND-2
COND-2
COND-2
COND-2
COND-2
COND-2
COND-2

COND-2
COND-2
COND-2
COND-2
COND-2
COND-2

COND-2
COND-2
COND-2
COND-2
COND-2
COND-2
COND-2

RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=

RCH=
RCH=
RCH=

RCH=
RCH=
RCH=
RCH=

RCH= 
RCH= 
RCH= 
RCH= 
RCH= 
RCH= 
RCH= 
RCH= 
RCH= 

RCH= 
RCH= 
RCH= 

RCH=
RCH=

RCH=
RCH=
RCH=
RCH=

RCH=
RCH=
RCH=

7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19.
20.
21.
22.
23.
24.
25.
26.
27.

3.11
2.44
2.49
2.54
3.10
2.67
2.32
1.71
1.60
1.46
1.15
1.89
2.87
3.27
5.77
6.32
4.97
5.95
6.83
8.15
10.99

80. 
75. 
74. 
75. 
74. 
74. 
76. 
76. 
76. 
78. 
78. 
78. 
78.
79.
79.
79.
79.
80.
80.
80.
80.

0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.

9-10, 1985,
period- -Continued

40 7.4010.60 
20 7.4010.60 
50 7.4010.60 
70 7.4010.60 
80 7.4010.60 
80 7.4010.60 
50 7.4010.60 
50 7.4010.60 
50 7.4010.60 
60 7.4010.60 
80 7.4010.60 
80 7.4010.60 
80 7.4010.60
50 7.4010.60
00 7.4010.60
90 7.4010.60
90 7.4010.60
10 7.4010.60
10 7.4010.60
10 7.4010.60
10 7.4010.60

06
06
06
06
06
06
06
06
06
06
06
06
06
06
06
06
06
06
06
06
06

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7

1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000
1000
1000
1000
1000
1000
1000
1000
1000

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

.05

 

.

.

.

.

.
.
.
.

0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.

12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
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Table 15. Listing of the input data set for the model calibrated to
the data measured during the July 9-10, 1985,

diel sampling period   Continued

INCREMENTAL INFLOW 
INCREMENTAL INFLOW 

INCREMENTAL INFLOW 
INCREMENTAL INFLOW

INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW

INCREMENTAL INFLOW
INCREMENTAL INFLOW

INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
INCREMENTAL INFLOW
ENDATA8
INCR INFLOW-2 RCH=

INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=

INCR INFLOW-2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=

INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=

INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW-2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW- 2 RCH=
INCR INFLOW-2 RCH=
ENDATA8A
ENDATA9

RCH= 
RCH= 

RCH= 
RCH=

RCH=
RCH=
RCH=
RCH=

RCH=
RCH=

RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=
RCH=

7.

8.
9.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

7. 
8.
9. 

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7
2.7

0.0 
0.0 
0.0 
0.0
0.0
.05
.11
.04
.07
.16
.20
.10
.06
.31
.29
.29
.23
.21
.38
.34
.36

75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5
75.5

0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13
0.13

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7

.4

.4

.4

.4

.4

.4

.4

.4

.4

.4

.4

.4

.4

.4

.4

.4

7.
7.
7.
7.
7.
7.
7.
7.
7.
7.
7.
7.
7.
7.
7.
7.

3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3

713.
713.
713.
713.
713.
713.
713.
713.
713.
713.
713.
713.
713.
713.
713.
713.

8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09
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Table 15. Listing of the input data set for the model calibrated to
the data measured during

diel

HEADWATER 1. HDW= ONE

sampling
the July 9-10, 1985,

period   -Continued

1 .03 80.4 6.3 5.75 844
ENDATA1 0
HEADWATER- 2 HDW= 1. 3. 09 .16 0.27 .07
ENDATA1 OA
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT

LOAD
LOAD
LOAD
LOAD
LOAD
LOAD
LOAD
LOAD
LOAD
LOAD
LOAD

1.PTL=
2.PTL=
3.PTL=
4.PTL=
5.PTL=
6.PTL=
7.PTL=
8.PTL=
9.PTL=
10.PTL=
1 1 .PTL=

M2
A
WWE
T22
CLW
CL
T23
T24
T25
T26
T27

0
0
8
0

-1

1
0
0
0
0
0

.66

.08

.63

.66

.00

.00

.82

.49

.66

.08

.49

75.2 6
67.4 6
72.412
73.6 7
76.5 6
76.555
76.5 6
77.2 7
75.7 9
76.1 8
74.8 7

.10 6.07

.3248.76

.5034.51

.50 5.08

.7023.19

.0023.19

.40 5.31

.20 7.24

.60 6.13

.50 7.67

.5017.18

850
587
886
762
888
888
700
638
628
691
677

ENDATA1 1
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT
POINT

LOAD- 2
LOAD- 2
LOAD- 2
LOAD-2
LOAD-2
LOAD- 2
LOAD- 2
LOAD- 2
LOAD- 2
LOAD-2
LOAD- 2

PTL=
PTL=
PTL=
PTL=
PTL=
PTL=
PTL=
PTL=

PTLr*
PTL=
PTL=

1.
2.
3.
4.
5.
6
7.
8.
9.
10.
11.

1.
0.
3.
4.
2.
2.
1.
3.
3.
1.
2.

49
00
30
14
01
01
64
17
99
49
47

.20

.04

.44

.08

.32

.32

.16

.18

.04

.03

.12

0.40
0.46
10.73
7.45
7.33
7.33
12.00
14.00
12.00
8.15
8.40

0.10
0.01
4.59
0.10
3.40
3.40
0.09
0.12
0.05
0.12
0.10

ENDATA1 1A
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